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Color processing begins with the absorption of light by cone photoreceptors, and progresses through a series of hierarchical stages: Retinal signals carrying color information are transmitted through the lateral geniculate nucleus of the thalamus (LGN) up to the primary visual cortex (V1). From V1, the signals are processed by the second visual area (V2); then by cells located in subcompartments (“globs”) within the posterior inferior temporal (PIT) cortex, a brain region that encompasses area V4 and brain regions immediately anterior to V4. Color signals are then processed by regions deep within the inferior temporal (IT) cortex including area TE. As a heuristic, one can consider each of these stages to be involved in constructing a distinct aspect of the color percept. The three cone types are the basis for trichromacy; retinal ganglion cells that respond in an opponent fashion to activation of different cone classes are the basis for color opponency (these “cone-opponent” cells increase their firing rate above baseline to activation of one cone class and decrease their firing rate below baseline to activation of a different cone class); double-opponent neurons in the V1 generate local color contrast and are the building blocks for color constancy; glob cells elaborate the perception of hue; and IT integrates color perception in the context of behavior. Finally, though nothing is known, these signals presumably interface with motor programs and emotional centers of the brain to mediate the widely acknowledged emotional salience of color.
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What Is Color Good For?

Among the mammals, old-world primates like macaque monkeys, gorillas, and humans have the best color vision. But our color abilities pale in comparison to some fish, birds, and insects (Bowmaker and Hunt 2006). Color is useful in disambiguating surfaces viewed under ambiguous luminance levels, such as rocks viewed under rippling water or fruit in dappled light. Among primates, color is useful for discriminating objects (Gegenfurtner and Rieger 2000) including faces (Russell and Sinha 2007). Trichromats should theoretically be at an advantage if color vision assists in detecting ripe fruit. A common belief is that color vision evolved to help detect ripe fruit or nutritious young leaves (Caine and Mundy 2000; Regan and others 2001; Smith and others 2003; Stoner and others 2005), although this idea is not supported by studies showing that trichromatic New-World monkeys do not differ from their dichromatic conspecifics in fruit or energy acquisition rates (Melin and others 2007; Vogel and others 2007). Color is also used for nonverbal communication—flushed cheeks, for example, provide an instant indication of embarrassment or aggression. And red-shirted teams win more often (Rowe and others 2005; Attrill and others 2008). Color may have evolved to facilitate communication of emotion (Changizi and others 2006); alternatively, communication may have capitalized on preexisting color-vision ability (Fernandez and Morris 2007). In any event, we enjoy color, although color preferences differ between the sexes—a recent study found that girls do in fact prefer pink (Hurlbert and Ling 2007). It is the enigmatic emotional salience of color that makes it so compelling and drives curiosity about the underlying neural mechanisms.

So what is color vision? It is the ability to distinguish surfaces or lights on the basis of the spectral distribution received by the eye. The neural computations required to bring about color are more involved than simply encoding each wavelength or set of wavelengths as a particular color. In the next section, we consider color phenomena that illustrate aspects of the color computations that must be implemented by the brain. The neural basis for these phenomena is discussed in subsequent sections.

Color Phenomena

Metamers

White light split by a prism reveals a spectrum. Certain wavelengths near the middle of the rainbow appear yellow, a “monochromatic” yellow because it comprises a restricted portion of the visible spectrum centered on a single wavelength. An identical yellow can be produced
Figure 1. A rainbow (left) and additive color mixing (right). Left photo credit, the author (Tanglewood, MA, 2008).

Figure 2. Color constancy illustration by Beau Lotto (top) and color afterimage demonstration (bottom). The patches indicated by the asterisks in the top images are the same. To see the afterimage in the bottom panels, stare at the star on the left and then transfer your gaze to the star on the right.
by mixing monochromatic red with monochromatic green (Fig. 1). Pairs of physically distinct stimuli that appear the same color, like these two yellows, are metamers. Almost every color you perceive in the natural world could be generated by multiple physical stimuli. As described below, color percepts are based on a comparison of the responses of the three cone classes; different physical stimuli that generate the same combination of cone activation are metamers and, like the two yellows shown in Figure 1, will appear the same.

**Color Contrast and Color Constancy**

The color of a given physical stimulus can be changed by altering the context in which it appears. The top of Figure 2 shows a striking example in which the same physical patch appears yellow when the scene appears to be illuminated by blue light but appears blue when the scene appears to be illuminated by yellow light. Surrounded by white, the patch appears gray. This example illustrates the potency of color contrast in generating color perception. The bottom of Figure 2 shows an example in which the afterimage to a white star is a yellow star. You are probably familiar with color afterimages, in which adaptation to one color produces an afterimage of a complementary color—for example, red produces a bluish-green afterimage. One might have thought that the star afterimage would be black, the complement of white. The yellow field surrounding the star presumably makes the star appear a weak blue, and the yellow afterimage is to the induced blue (Conway and others 2002). Figure 2 shows that the neural networks responsible for color take into account both spatial and temporal context.

One might wonder what selective pressure has driven the evolution of this aspect of the brain’s color circuitry. Consider the following. The spectral light reflected from an object is a product of two variables, the spectral content of the illuminant (the light source) and the absorptive properties of the object. A tungsten light bulb has more intense long wavelengths than natural daylight; a green apple absorbs more long wavelengths than a red apple. If color were determined solely by the physical light reflected from the object, then the color of the object would change with a change in lighting conditions. Color would then be an unreliable cue to object identity. Fortunately our visual systems achieve fairly good color constancy under different natural illuminants (Land 1977); under some testing conditions, constancy is almost perfect (Hansen and others 2007; Ling and Hurlbert 2008; Reeves and others 2008). Constancy is achieved because the brain determines an object’s color from a local comparison of the light reflected from the object with the light reflected from adjacent regions of the scene (Hurlbert and Wolf 2004; Danilova and Mollon 2006). The spectral bias of a light source will affect all regions of the scene and be canceled, which explains why uniform color Ganzfelds appear nearly colorless (Gur 1989). Local calculations are also critical for color contrast (red is redder against green) suggesting that the same neural circuitry that provides for color constancy also generates color contrast (Abrams and others 2007).

**Color Assimilation**

Figure 2 shows how powerful color contrast can be. The patch indicated by the asterisk appears gray when against white, but when embedded in a predominantly yellow scene, the patch takes on the complementary hue, blue. Figure 3 illustrates a somewhat contradictory phenomenon, color assimilation. The “C,” “l,” and “r” of Color consist of the same turquoise (indicated by the swatch at the left) and either purple (C, r) or yellow (l) stripes. When paired with yellow, the turquoise appears yellowish. This is contrary to what is predicted by color contrast, which would predict that the yellow should enhance the blue of the turquoise stripes, rather than reduce it. The critical ingredient in determining whether colors are...
Contrasted or assimilated is scale: From further viewing distances, the spatial frequency of the stripes of “Color” is increased and the assimilation becomes more striking. Similarly, the color contrast effect of Figure 2 is reduced at greater viewing distances. The scale of these effects hints at the scale of the local comparisons that the brain uses to construct hue and reflects the low spatial acuity of color perception relative to Vernier acuity.

Camouflage

Although the most salient aspect of color is hue (the feature of color we describe as red, green, blue, etc.), color can also be used for image segmentation. This is illustrated by our ability to defeat camouflage (Fig. 4), in which the critical information is the location of the boundary between two colors, not the hues of the colors. In fact, the hues are distracting (Morgan and others 1992). Unlike hue discrimination (and color contrast), defeating camouflage is easily accomplished when the spatial scale of the colored patches that make up the scene are small (i.e., high spatial frequency). This suggests that color signals can be used for two distinct tasks—detecting hue and image segmentation—that operate over different ranges of spatial scale.

Neural Mechanisms of Color

Cones: Trichromacy

Artists have known for centuries that many colors can be produced by mixing three primary colors. In additive color mixture (mixing lights), a set of primaries is any three lights that are unique, in which none of the primaries can be mixed from the remaining two. There are many possible sets of primaries, not just the conventional red, blue, and green used in TV monitors, although these provide the largest possible gamut on a cathode ray tube (computer monitor) display. Inspired by artists’ color mixing, Thomas Young, and later Hermann Helmholtz, proposed that color was subserved by three classes of sensors, each maximally sensitive to a different part of the visible spectrum. This trichromatic theory resolved a problem: Although we can see millions of different colors, our retinas simply do not have enough space to accommodate a separate detector for every color at every retinal location. It is now clear that humans with normal color vision have three types of retinal cone cell, termed L, M, and S to reflect their absorption curves, which peak in the long, middle, and short wavelength regions of the spectrum (Fig. 5). The cones do not correspond to our sensations of “red,” “green,” and “blue”: Note that the peaks do not align with these colors in the spectrum. And curiously, even different cells of the same cone class can bring about different color sensations when stimulated in isolation with identical tiny light flashes restricted to the single cone cell (Hofer and others 2005b).

Organisms that possess a single photoreceptor class cannot see in color, even though the photoreceptor may have a peak in its absorption spectrum. In fact, people are colorblind under very dim lighting conditions when there is insufficient light to drive the cones and we are left with only one type of functioning photoreceptor, the rods. Organisms with only one functional class of photoreceptor (like humans in dim light) are effectively colorblind because photoreceptor activation is affected not only by the wavelength of the stimulus but also by the intensity (amplitude) of it. A suboptimal wavelength could be made sufficiently intense to generate the same activation as a low-intensity optimal-wavelength stimulus. To overcome this “Principle of Univariance,” in order to compute color, the brain must compare photoreceptor responses from two different classes of photoreceptor within roughly the same retinal location. Because two photoreceptors cannot physically occupy the exact same retinal location, the spatial

1. Color mixing does not capture colors produced by surface properties (think of red velvet, purple suede, and colored glass), opacity (important for getting pink), fluorescent colors, or iridescent colors. In addition, to achieve brown as opposed to orange, one must be able to adjust the luminance of the region surrounding the test patch.
resolution of color vision is necessarily coarser than the cone mosaic. By comparing the activity produced by the three types of cones, we are able to disambiguate wavelength and intensity to some degree, but there will remain sets of distinct physical stimuli, metamers (Fig. 1), that generate the same relative cone activation. The two physically different yellows illustrated in Figure 1 are metamers: They appear the same because they generate the same relative cone activation of the L, M, and S cones. To distinguish the two yellows as different colors, we would need a fourth photopigment. Some types of fish and birds have more than three cone types (Bowmaker 2008), presumably leading to perceptions of colors that we cannot even imagine.

**Color Vision Genetics and Retinal Mosaics**

The genes that encode the L- and M-pigment proteins are situated on the X chromosome; the gene for the S pigment is on chromosome 7. The L and M genes likely arose from a gene duplication event about 30 million years ago, which stitched two copies of our single ancestral “yellow”-pigment gene adjacent to each other in the genome. The two copies then went on to acquire subtle mutations in a handful of amino acids, resulting in two genes that are 98% identical. The L-cone and M-cone absorption curves are shifted by only ~30 nm (Nathans 1999), and both overlap extensively the S curve (Fig. 5), which means that all three cone types are activated by almost all visual stimuli. From a computational standpoint, to extract spectral information from the three cone classes, neurons receiving the cone signals must compare (i.e., subtract) the cone signals. Such cone-opponent neurons exist and are discussed below.

One might wonder how many steps would be required to evolve the specialized circuitry required for color. Experiments with genetically engineered mice shed some light on this issue. Normal mice have only two cone-pigment genes, an S and a yellow (much like human ancestors). A single genetic intervention can produce mice with three cone types. Remarkably these mice show behavioral trichromacy (Jacobs and others 2007). This suggests that activity-dependent structural plasticity, normally employed for establishing visual circuits during development, is sufficient to generate color-coding circuitry (Conway 2007). This shows that trichromatic color vision could have evolved following only one or two genetic mutations.

Each cone expresses only one pigment protein. The mechanism behind this selection is mysterious, but the result is a patchy, random mosaic of L and M cones, shown in Figure 5 (Roorda and Williams 1999; Hagstrom and others 2000). The distribution of S cones in humans is also random, although it is regulated by a different mechanism (Curcio and others 1991).

The patchiness of the cone mosaic predicts that the resolution of color perception be low compared to the resolution of single cone cells. This is so: Our resolution for luminance contrast (black and white), which is constrained by the size, spacing, and sampling of single cone cells, is much higher than our resolution for equiluminant color images. The ratio of the numbers of L-to-M cones is also variable from person to person, ranging from ~1:1 to 1:17 (Hofer and others 2005a). Why L cones are almost always in greater numbers than M cones is unexplained. But more bizarre is the fact that the relative cone ratios have almost no detectable impact on color vision, once again showing that the brain is plastic, capable of making sense out of whatever cone signals it receives (Neitz and others 2002; Jacobs and others 2007).

The similarity in gene sequence of the L and M pigment genes predisposes them to crossing-over mutations during meiosis, which results in red-green colorblindness. These mutations can either completely eliminate one of the genes or, more frequently, create a hybrid L/M gene that has spectral sensitivity in between the L and M curves. People who possess a hybrid L/M gene are called anomalous trichromats. Anomalous trichromats are impaired in their ability to distinguish pairs of colors (reds and greens) that are clearly distinct to normal trichromats. The severity of the colorblindness is predicted by the structure of the hybrid genes (Neitz and others 1996). Interestingly anomalous trichromats can distinguish as distinct different physical stimuli that would be metameric greens to normal trichromats (Bosten and others 2005). People who lack the L gene are termed protanopes; those who lack the M gene are deuteranopes—the most famous example of whom was John Dalton, whose first described red-green colorblindness (Hunt and others 1995). *Daltonien(ne)* is the French term for colorblind.

Because the L and M genes are located on the X chromosome, women have a backup copy (men have only one X chromosome). The rates of colorblindness in women are consequently much lower than in men (8% of men, <1% of women). Female carriers of anomalous trichromacy have one normal X chromosome and one abnormal X chromosome containing an L/M hybrid. These women are potentially tetrachromatic—they have four different cone photopigment genes. It remains a fascinating possibility that these genetic tetrachromats have expanded color abilities (Jordan and Mollon 1993).

Pigments that have well-separated absorption curves will yield better color discrimination. One might wonder why, then, the L and M curves have not diverged farther apart. Perhaps there has not been sufficient time; alternatively, there may be selective pressures against well-separated curves. One pressure involves the advantage of a high-acuity in-focus image, which would be compromised.
by having photoreceptors with different absorption curves. The eye can only keep in focus one region of the spectrum at any given time because each region of the spectrum has a different focal length. The focal length is determined by how much the light is bent by the focusing apparatus of the eye—recall that short-wavelength light bends more than long-wavelength light (blue is also on the inside curve of a rainbow). The eye keeps in focus middle-wavelength yellow light straddling the peak sensitivities of the L and M cones, providing the L and M cones with a more-or-less in-focus image. Unfortunately this means that the image provided to the S cone is unfocussed. The region of the retina corresponding to the center of gaze, called the fovea, has extremely high acuity in comparison with the periphery (try reading this text with your peripheral vision). The selective pressures driving high acuity in the fovea would oppose the expression of S cones in the fovea. In fact S cones constitute only about 10% of all cones throughout the retina, and the very center of the fovea, called the foveola, is devoid of S cones (Curcio and others 1991). In addition, a region of the retina centered on and extending beyond the fovea is covered with a yellow substance called macular pigment, which is derived from plants we eat. By filtering out blurry short-wavelength light, the pigment is thought to increase foveal acuity and may be involved in maintaining the health of the retina by neutralizing free radicals produced on exposure to short-wavelength light (Stringham and others 2006; Whitehead and others 2006; but see Engles and others 2007).

Retina and LGN: Color Opponency

The cone signals are processed by several classes of retinal ganglion cells (Masland 2001). Most retinal ganglion cells send their axons to the lateral geniculate nucleus (LGN). LGN cells then send their axons up to the visual cortex. For the most part, receptive fields in the LGN are very similar to those of the retinal ganglion cells that provide input to the LGN. The role of the LGN in the elaboration of color signals is unclear. Here we focus on cone-opponent cells in the retina and LGN. These cells increase their firing rate above some baseline rate in response to activation of one cone class and decrease their firing rate when a different cone class is activated. Two types of cone-opponent cells have been described: those that compare L activation to M activation, loosely called red-green cells, and those that compare S activation to some combination of L and M activation, loosely called blue-yellow cells (De Valois and others 1958; Wiesel and Hubel 1966; Dacey and Lee 1994; Reid and Shapley 2002; Field and others 2007). A cell that is excited by activation of the L cones is sometimes called a “red-on” cell; one activated by M cones is called a “green-on” cell, and so on. Such cone-opponent cells perform the sort of calculation that is necessary to disambiguate wavelength and intensity, and are the building blocks for color vision.

Each visual neuron receives input from a restricted patch of retina corresponding to a region in the visual field. This region is called the neuron’s receptive-field. Color contrast (Fig. 2) requires a comparison of the relative cone activations across visual space, so one question hinges on the spatial organization of cone-opponent receptive fields. Are cone-opponent cells capable of comparing the amount of L activation in one part of visual space with the amount of L activation in an adjacent region of visual space? Such spatial antagonism is the heart of color-contrast and color-constancy models (Hurlbert and Wolf 2004; Vladusich 2007). A neuron with a spatially structured antagonistic receptive field would fire more to a spatially structured stimulus, like a red spot on a green background, rather than a uniform color Ganzfeld. The firing patterns of

Figure 6. Responses of a single lateral geniculate nucleus (LGN) cone-opponent cell to spots of different colors and sizes (A), and cone inputs to a population of LGN cells (B). The diagram on the left side of panel A shows a schematic summary of the receptive field of the cell. The cone weights in B are defined as follows. L-cone weight = (response to L-cone stimulation) / [(response to L-cone stimulation) + (response to M-cone stimulation) + (response to S-cone stimulation)], S-cone weight indicated by distance from the diagonals. A adapted from Wiesel and Hubel (1966); B adapted from Derrington and others (1984).
such neurons would correlate with color perception: red appears more salient when on a green background than when on a red background. In fact, uniform red Ganzfelds appear almost colorless.

Receptive fields of cone-opponent cells in the retina and LGN are not capable of color contrast. Retinal blue-yellow cells, which are infrequent, tend to have large receptive fields that lack spatial structure: The retinal region in which S-cone activation causes activation of a blue-on cell is coextensive with the region in which L+M activation causes suppression (Wiesel and Hubel 1966; Chichilnisky and Baylor 1999; Field and others 2007). Red-green cells, which constitute the majority of neurons in the LGN, have spatially structured receptive fields but are wired up to detect luminance contrast, not color contrast (Fig. 6A). The LGN cell shown in Figure 6A, recorded by Wiesel and Hubel (1966), was excited by a small spot of red light (activating the L cones more than any other cone class) positioned on the receptive-field center. The cell gave the same response to a large red spot that encompassed both receptive-field center and surround, indicating that the surround was not chromatically opponent to the center—the surround was not sensitive to long-wavelength light (i.e., it was not broad band). The cell was also activated by a small white spot, showing that the center was not chromatically opponent—if it were, the blue-green component of the white light would have canceled the activation produced by the red component of the white light and the cell would not have responded. To a large white spot the cell gave little response, showing that the surround was chromatically opposed to the center. Consistent with this, a large blue spot (activating the M and S cones more than the L cones)
suppressed the cell’s firing rate and did so more than a small blue spot. The optimal stimulus for this cell was therefore a bright white (or red) spot on a dark black (or burgundy) surround. The optimal stimulus for a color-contrast cell, on the other hand, would be a red spot on a green background. Thus these LGN cells can contribute to color opponency so long as the stimuli are large enough to encompass both receptive-field center and surround, but they cannot resolve color contrast.

The wiring of red-green cells seems at odds with the physiology of these cells. Anatomical investigations suggest that the surrounds sample cones randomly with respect to cone class (Dacey and Packer 2003), which predicts that the surrounds would be broad band. But, as described above, physiological studies show that the surrounds are pure (Reid and Shapley 2002; Solomon and others 2005; Vakrou and others 2005). Models implicating random wiring and a functional bias have been proposed to reconcile the anatomy and the physiology (Buzas and others 2006), but there are still significant gaps in our understanding of the anatomical basis for color opponency. What is certain is that these neurons show cone opponency to large spots and luminance sensitivity to small spots. Thus, these cells show both low-pass color tuning and high-pass luminance tuning, suggesting they are capable of subserving both color vision, which has relatively low spatial resolution, and form vision, which has relatively high spatial resolution and is largely determined by luminance edges. One possibility is that different populations of V1 neurons receiving LGN signals extract either the color or the high-acuity form signals.

The cone opponency of LGN cells was initially taken as neural evidence for Hering’s opponent-colors theory, in which color is defined by the relative activity of two psychologically defined color axes, “red-green” and “blue-yellow,” along with an achromatic black-white axis (Hurvich 1981). The poles of Hering’s color axes are the four nonreducible unique hues red, green, blue, and yellow (Regier and others 2005), from which all other colors can be described (for example, orange is reddish yellow). The population of LGN cells is strongly biased in its color tuning, especially if the responses are plotted in cone-weight coordinates (Fig. 6B) (Derrington and others 1984). But the color tuning of LGN cells does not correspond to the unique hues (Webster and others 2000; Wuerger and others 2005). Instead, LGN cells are tuned to red versus cyan, and lavender versus lime; these cardinal axes are perhaps better described as complementary pairs. Despite this, it is still common practice to call cone-opponent neurons by color-opponent names, to the consternation of many (Hardin and Maffi 1997).

Primary Visual Cortex: Calculating Color Contrast

LGN projections arrive in the V1 (striate cortex) along anatomically segregated streams that keep red-green signals separate from blue-yellow signals (Chatterjee and Callaway 2003). In V1, “double-opponent” neurons compare color signals across visual space (Fig. 7A,B) (Livingstone and Hubel 1984; Conway 2001). Double-opponent receptive fields were first described in the goldfish retina (Daw 1968) but, despite intensive searching, have not been found in monkey retina or LGN. Double-opponent neurons are so named because their receptive fields are both chromatically and spatially opponent—the optimal stimulus for a red-on double-opponent cell is a red spot on a green background. Because of their specialized receptive-field structure, double-opponent cells are candidates for the neural basis for color contrast and color constancy (Danilova and Mollon 2006; Kentridge and others 2007) and may account for color-contrast effects reported in V1 (Wachtler and others 2003). Double-opponent receptive fields match the filters produced by independent-component analysis of color in natural scenes, suggesting that these cells are an efficient means of encoding color (Hoyer and Hyvarinen 2000; Tailor and others 2000; Doi and others 2003; Caywood and others 2004).

Initial reports of V1 double-opponent cells were hotly contested—in fact, a description of double-opponent cells is still relegated to little more than a footnote in influential textbooks (Lennie 2000). But their existence has now been confirmed by a number of independent investigators (Conway 2001; Johnson and others 2001; Horwitz and others 2007). The 2-dimensional spatial structure of double-opponent receptive fields has been mapped under neutral adapting conditions using small spots of cone-isolating light and reverse-correlation (Conway and Livingstone 2006b). Cone-isolating stimuli take advantage of the principle of univariance: A cone-isolating stimulus involves two colors; the colors cause the same relative activation of two cone types and modulate the activity of the remaining cone type. Cone-isolating stimuli are advantageous because they deliver maximum contrast along the dimension on which the brain constructs color (Conway and Livingstone 2005). Neural responses to the alternation between the colors can therefore be attributed selectively to the remaining cone type. Reverse correlation involves presenting stimuli at random locations in and around the receptive field while recording a continuous history of neural activity. After the recording session, each action potential can then be reverse-correlated with the location of the stimulus at various times before the spike took place. Following thousands of spikes and a dense sampling of stimulus locations, one can recover a response map that reflects the underlying receptive field (Conway and Livingstone 2006a). These maps have produced a wealth of information about the way in which double-opponent cells process the cone signals.

The most important feature that emerges with double-opponent cells is a spatially transformed
receptive field capable of color contrast. Curiously the receptive fields of double-opponent cells are rarely circularly symmetric (Fig. 7A). Instead they comprise a central region and a crescent-shaped surrounding region; the receptive fields of some cells reach an extreme in which the two subregions are better described as two parallel subfields. This spatial structure accounts for the orientation tuning of many double-opponent cells.

Double-opponent neurons, which constitute ~5% to 10% of V1 cells, come in two flavors, L versus M+S (“red-cyan”) and S versus L+M (“blue-yellow”). The red-cyan population is fairly homogenous, receiving more-or-less balanced L and M+S input. The blue-yellow cells are less frequent and much more heterogeneous, showing pronounced nonlinearities (Horwitz and others 2005) that are consistent with perception (Giulianini and Eskew 2007). The S contribution to L versus M cells and the asymmetries of blue-yellow cells found in V1 have since been found in the LGN (Tailby and others 2008), suggesting that cone-opponent cells in V1 simply inherit the cone weights of the LGN.

Double-opponent neurons should respond to colored stimuli that lack luminance contrast—imagine red and green stripes that appear a uniform gray in a black-and-white reproduction. Such “equiluminant” stimuli are difficult to define because luminance perception varies from person to person. Operationally, one can perform an equiluminance-sensitivity test by measuring responses to a series of stimuli constituting a range of luminance ratios: bright red and dark green stripes, through equiluminant red and green stripes, to dark red and bright green stripes. A neuron that is sensitive to color contrast should respond throughout this range without a null. Double-opponent neurons respond to equiluminant stimuli (Conway and others 2002) and do not have an equiluminant null (Johnson and others 2004).

A response to equiluminant colored gratings has been proposed as “a major test” of double opponency (Shapley and Hawken 2002; Solomon and others 2004). Although such a test probes a necessary feature of double opponency, it is by itself insufficient to prove double opponency: neurons could respond to equiluminant stimuli without having double-opponent receptive fields, just as complex cells can show orientation tuning without having spatially structured simple receptive fields. In fact, more than half of V1 cells, many more than are found to be double-opponent, show band-pass spatial frequency tuning to equiluminant colored gratings (Gouras and Kruger 1979; Hubel and Livingstone 1990; Johnson and others 2001). This strong equiluminance response has been confirmed with fMRI in both human and monkey (Engel and others 1997; Conway and Tsao 2006).

Which neurons are responsible for the strong equiluminance response in V1 if double-opponent cells are insufficient? As described above, red-green LGN cells are equipped not only for color vision but also for high-acuity form vision. Most V1 neurons besides the double-opponent cells are orientation selective, each cell responding to a bar of light of a particular orientation. Orientation selectivity is constructed by precise wiring of LGN inputs. Single orientation-tuned cells probably do not discriminate between red and green LGN cells because red-on and green-on cells do not form separate retinal mosaics (Lee 1996). LGN cells respond poorly to color contrast, but the particular color contrast that nulls the response varies widely from cell to cell (Hubel and Livingstone 1990). In an equiluminance-sensitivity test, most orientation-selective neurons would therefore be expected to respond across the full range of stimuli: a luminance ratio that nulls one LGN input would activate a different input and the various inputs would compensate for each other. Unlike double-opponent cells, these “complex-equiluminance cells” could subserve high spatial acuity, be sensitive to luminance contrast, and be able to detect colored boundaries regardless of the configuration of the colors forming the boundary. Complex-equiluminance cells would be especially useful in defeating camouflage (Fig. 4) because they would not be confounded by selectivity to the colors forming the boundaries. Recall that color vision makes defeating camouflage more difficult (Morgan and others 1992). Double-opponent cells, on the other hand, are wired in such a way as to preserve the color tuning of the inputs, yielding relatively coarse receptive fields that would be sensitive to the colors forming color boundaries. The coarse size, and the small percentage of double-opponent cells in the cortex, matches the poor spatial resolution of color vision.

The different properties of the two color-sensitive channels in V1, the double-opponent cells and the complex-equiluminant cells, can be distinguished with human fMRI (Engel 2005) and revealed with psychophysical tests (Stockman and Plummer 2005); they may also account for the assimilation effects shown in Figure 3. The high-acuity complex-equiluminance cells can easily distinguish the stripes that form the image, whereas the low-acuity double-opponent cells cannot. As a result, double-opponent cells blur the red-and-blue components of the left “o” resulting in a purple percept, and the red-and-yellow components of the right “o” resulting in orange. At the same time, the double-opponent cells contribute to low-resolution spatial color contrast, making the center of the right “o” appear more yellow than the center of the left “o” even though both are physically identical. Double-opponent cells could also help achieve the color-contrast effects of Figure 2.

Much debate has centered on the segregation of color, form, and motion—in its strong form, segregation demands a different population of neurons to subserve
form, stereoscopic depth, motion, and color (Livingstone and Hubel 1988; for review, see Gegenfurtner and Kiper 2003). Double-opponent cells are not sensitive to the direction of moving stimuli, unlike some V1 neurons, and are therefore unlikely to contribute to motion perception (Conway and others 2002; Horwitz and Albright 2005). The hottest contention centers on “form.” By virtue of their spatially structured receptive fields, double-opponent cells contribute to form. Moreover, double-opponent cells can show orientation...
tuning and are often responsive to luminance. But their large receptive fields imply that they would not contribute to form with nearly as much precision as would most other V1 cells with their finer receptive fields. Depending on how “form” is defined, one could argue either for or against the segregation model. What would seem uncontroversial is the specialization shown by some classes of V1 cell, namely, the double-opponent cells and the direction-selective cells.

Many have attempted to stitch together a coherent account of the neurophysiology of V1 (De Valois and De Valois 1993; Zeki 1993; Conway and Livingstone 2002; Gegenfurtner and Kiper 2003; Lennie and Movshon 2005; Sincich and Horton 2005; Sincich and Horton 2005; Sincich and Horton 2005; Sincich and Horton 2005). How can one reconcile these different opinions? It is worth taking a step back and considering the challenge of neurophysiology. In the first instance, one needs to determine the degree to which the neurophysiology of the neurons under consideration correlates with and predicts color phenomena. If a pattern of firing does not correspond to color perception, then one can either conclude that the neuron is not involved in color or, alternatively, that a subsequent stage of processing is required. But even once cells whose responses correlate with color perception are found, there is no guarantee that these cells are necessary and sufficient for color perception.

In an influential survey of V1 color properties, Lennie and others (1990) concluded that most V1 neurons show some degree of color tuning and that the population contained representatives with color biases for every perceivable color. At first Lennie and others’ results seemed to indicate that a transformation had occurred between LGN and V1 to bring about color tuning corresponding to color perception. But the color biases of most V1 neurons are weak, and it has since been shown that most V1 neurons do not show color tuning that is stable to changes in luminance and contrast, unlike color perception (Solomon and Lennie 2005). Double-opponent cells, which were overlooked by Lennie and others, show more or less luminance-invariant responses, although they show a limited range of color tuning that is similar to that found in the LGN. My hunch is that the double-opponent cells are the V1 basis for color perception and that cells in downstream areas compare the activity in the population of double-opponent neurons to compute hue. What, then, of the majority of (not double-opponent) cells described by Lennie and others? One distinct possibility is that the color biases of these cells arise simply as an artifact of limited sampling of a patchy cone mosaic and are not relevant for hue discrimination.

Color in V2: Toward Hue?

In a landmark discovery, Livingstone and Hubel (1984) discovered that color-tuned neurons in the V1 coincided with cytochrome-oxidase blobs and that blobs send projections specifically to cytochrome-oxidase thin-stripes of the second visual area, V2. One would therefore predict that the thin stripes are enriched for color-selective neurons; despite some controversy, there is now consensus that this is the case (Hubel and Livingstone 1987; Tootell and others 1988; Roe and Ts’o 1999; Shipp and Zeki 2002; Sincich and Horton 2002; Gegenfurtner 2003; Xia and others 2003; Lu and Roe 2008). The functional specialization of the thin stripes is even evident with fMRI (Conway and others 2007). There is substantially less information on the chromatic properties of single neurons in the V2 as compared to the V1. On first pass there seem to be no major differences of color-coding in V1 and V2 (Kiper and others 1997; Moutoussis and Zeki 2002; Solomon and Lennie 2005); one exception is the emergence of a new class of color-complex cell (Hubel and Livingstone 1985). Using optical imaging, one group has reported hue maps within the thin stripes (Xiao and others 2003). Xiao and others measured the activity in the V2 using a very sensitive camera that detects activity-dependent changes in the optical density of tissue. They measured the responses to different colors—red, orange, yellow, lime, green, aqua, blue, and purple—presented as equiluminant color-and-gray gratings. The locations of peak activity for each color were sequentially shifted, so that...
Figure 10. Color tuning of two neurons measured while the monkey performed a color discrimination task, a color categorization task, or no task (fixation). Adapted from Koida and Komatsu (2007).

Figure 11. Overview of color processing in the macaque monkey. See Conclusion in text. PIT = posterior inferior temporal; LGN = lateral geniculate nucleus.
regions of cortex most strongly activated by red were next to regions strongly activated by orange, orange next to yellow, yellow next to lime, and so on. This raises the tantalizing possibility that the V2 is involved in the elaboration of hue, although the jury is still out: Optical imaging is very sensitive to technical artifacts and has low spatial resolution, averaging the activity of many thousands of neurons (Conway 2003). It is also unclear how to reconcile these hue maps with single-unit data in the V2 that show the population is strongly biased toward red and cyan, much like V1 (Hubel and Livingstone 1985; Kiper and others 1997).

**Globs in the Posterior Inferior Temporal Cortex: Calculating Hue**

Historically, V4 has attracted the most attention as the extrastriate “color area.” This is because of an influential single-unit study that claimed V4 contained 100% hue-selective cells (Zeki 1973); this claim has been disputed by lesion studies and numerous single-unit studies, one of which reported that only 16% of V4 neurons show hue tuning (reviewed in Conway and Tsao 2006). Current opinion (Schiller 1996; Gegenfurtner and Kiper 2003) is that V4 contributes to shape perception, visual attention, and perhaps stereopsis, and not exclusively or especially color. Recent studies have focused instead on brain regions immediately anterior to V4, including posterior TEO (Tootell and others 2004), and PITd (Conway and Tsao 2006), and other regions even further anterior (Komatsu and others 1992)—although the relationship of these regions to each other and the internal organization of V4 is debated (Boussaoud and others 1991; Zeki 1996; Brewer and others 2002; Fize and others 2003; Tootell and others 2004). To side-step the debate, some use the term posterior inferior temporal (PIT) cortex to denote the loosely defined region immediately anterior to V3 that includes V4, posterior TEO, and PITd.

My colleagues Doris Tsao and Sebastian Moeller and I addressed the role of PIT in color by combining fMRI, providing an overview of brain function, and targeted single-unit neurophysiology in the same macaque subjects (Conway and others 2007). Figure 8A shows a flat map of the color-biased fMRI activity of one animal. Monkeys, while in the MRI scanner, were trained to fixate a computer monitor that displayed equiluminant colored gratings or black-and-white gratings. Functional magnetic resonance imaging responses to black and white were subtracted from responses to color. Using computer software, the images were reconstructed, the brain inflated, and the cortex flattened to reveal the entire pattern of cortical activity in a single two-dimensional image. Boundaries between visual areas were determined by the activation to checkerboard stimuli restricted to the vertical and horizontal meridians. Color-biased regions were found in a stripe-like pattern in the V2, presumably a reflection of the alignment of color-tuned neurons with the cytochrome-oxidase thin stripes. Little color-biased activity was found in V3 and V3A, areas specialized for other visual functions including stereopsis (Adams and Zeki 2001; Tsao and others 2003). Anterior to V4, color-biased activity was found in reproducible “globs” scattered throughout the PIT. Single-unit microelectrodes were then used to target globs and interglobs (Fig. 8B,C). A large battery of colors was used to assess the color tuning. The colors spanned color space (red-orange-yellow-green-cyan-blue-purple). Three sets of colors were used: One set was equiluminant with the neutral background; one set was higher luminance than the background; and one set was lower luminance than the background. This enabled us to determine the degree to which neurons were not only color tuned but also tolerant to changes in luminance. The overwhelming majority of glob cells had luminance-invariant color tuning, whereas most cells in the interglobs did not. Both glob and interglob cells were often orientation tuned, although interglob cells were more so. Neither population was sensitive to the direction of stimulus motion. These results reinforce the notion that different extrastriate areas are specialized at least to some extent for different visual functions.

Although neurons tuned to all directions in color space were found, the population distribution was not uniform, and is markedly different from that obtained in LGN or V1 (Fig. 9). The population distribution contains three prominent peaks (Stoughton and Conway 2008). The largest peak aligns with red; the second largest, with green; and the third, with blue; the distribution also includes a bulge that peaks in the yellow. These peaks are roughly consistent with unique colors identified by human subjects. The three prominent peaks also correspond to the three most saturated colors in the stimulus set, and the size of each of the peaks corresponds to the relative saturations of the hues, suggesting that both hue and saturation are represented by relative number of glob cells. The relative size of each of the peaks also corresponds to the frequency with which these color terms is adopted by language: red is adopted first, then yellow or green, followed by blue (Berlin and Kay 1969). These results represent, to our knowledge, the closest explicit neural representation of unique colors in the primate brain.

The globs represent the next stage beyond V2 in the hierarchy of color processing. Interestingly, anatomical studies have shown that V2 thin stripes send projections to large patches within the PIT cortex (Zeki and Shipp 1989; DeYoe and others 1994; Felleman and others 1997; Xiao and others 1999); we hypothesize that these patches coincide with the globs. Taken together, these results reconcile the conflicting
conclusions regarding color processing in and around V4: Reports asserting that V4 is specialized for color (Zeki 1973; Kusunoki and others 2006) probably targeted globs, whereas reports denying V4 color specialization likely recorded from inter-globs.

Anterior Color Areas: Integrating Color and Behavior

At some stage, color signals must interface with behavioral programs. The prefrontal cortex is thought to be important in decision making and has strong reciprocal connections with the anterior inferior temporal (IT) cortex (Webster and others 1994), the final stage of the color pathway. In a seminal single-unit recording study, Komatsu (Komatsu and others 1992) discovered pockets of color-tuned neurons in the IT cortex. These pockets of color-selective IT neurons are even visible with fMRI (Conway and others 2007). Komatsu and his colleagues have now gone one step further to show that the activity of these neurons is influenced by the behavioral tasks performed by the animal during stimulus presentation (Koida and Komatsu 2007) and that the patterns of activity of color-tuned IT cells predict color discrimination in behavioral tasks (Matsumora and others 2008) (Fig. 10). Presumably the globs connect to the pockets of IT color-tuned neurons, although this remains unknown. There are many other questions remaining, for example: What are the cellular computations that bring about the color tuning of a single cell? Which neurons or groups of neurons are necessary and sufficient for color perception? How can we account for the profound effect of scene complexity on color perception? Is the behavioral modulation of IT neuronal activity a cause or a consequence of behavior? What mediates the strong interaction between luminance edges and color? How is color bound with motion and form to bring about a cohesive visual experience? Finally, we have developed a feed-forward heuristic, but it is known that all cortical areas are richly connected by feedback; What is the role of feedback in color processing?

Conclusion

Color processing involves a series of hierarchical steps that begin in the retina with the three classes of cones (Fig. 11). Cone activity is compared by specialized cone-opponent retinal ganglion cells, establishing the basis for color opponency; these color signals are transmitted through the LGN to V1. V1 employs specialized double-opponent neurons, which compare cone-opponent responses across visual space to compute color contrast and color constancy. Color cells in the LGN and V1 are restricted to color tuning along two color axes, roughly red-cyan and blue-yellow. V1 color cells are clustered within cytochrome-oxidase globs; the globs project to the cytochrome-oxidase thin stripes of V2, which in turn project to “globs” in PIT. The color tuning of the population of glob cells is biased toward red, green, blue, and to some extent yellow, the four unique hues. The final stage of color processing takes place in the IT cortex, which interfaces with behavioral programs that presumably help shape decision making.
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